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Abstract
When applying model-driven engineering in an agile envi-
ronment, new requirements continuously expand the do-
main scope and trigger an extension of the concepts covered
by a Domain-Specific Language (DSL). While programming
languages streamline code extension and reuse through li-
braries, similar approaches for DSLs are more complex or
target a specific language. We present and discuss an ap-
proach for designing DSLs with a self-extension mechanism
to enable model library creation and seamless reuse. We use
the self-extension mechanism to introduce concepts in mod-
els, gather reusable models into a library, and provide an
infrastructure for its usage. We explain our language-specific
realization of the self-extension mechanism using a DSL for
graphical user interfaces and discuss its model libraries with
a use case from practice. The approach provides more flexibil-
ity for agile model-driven engineering. It enables application
modelers to introduce and reuse concepts via models without
changing the DSL, reducing the communication overhead
within the development team.

CCS Concepts: • Software and its engineering →
Model-driven software engineering; Domain specific
languages; Graphical user interface languages; Source
code generation; Unified Modeling Language (UML);
Reusability.

Keywords: Model-Driven Software Engineering, Domain-
Specific Languages, Software Language Engineering, Model
Library, Graphical User Interfaces
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1 Introduction
Model-driven engineering (MDE) [68, 77] is becoming in-
creasingly prevalent in modern development endeavors over
various domains. It is applied, for example, in automotive [7,
10], aviation [29, 30], robotics [17, 22, 79], production [28, 33,
34], smart homes [50, 58], civil engineering [55, 75], software
engineering [42, 48, 77], and systems engineering [65, 66], us-
ing models as an abstraction to separate the problem domain
from the technical solution domain and establish a seamless
development process. In MDE, models are the primary de-
velopment artifacts that steer the engineering process and
constitute the single source of truth [31].
Models adhere to modeling languages that specify the

concrete and abstract syntax, well-formedness rules, and
semantics [18, 40]. These languages are often tailored for
a specific purpose or application domain to enable domain
experts to create solutions within their expertise, e.g., by us-
ing known terminology. Such languages are called Domain-
Specific Languages (DSLs) [20, 54]. In contrast General Pur-
pose Languages (GPLs), such as UML [61] or SysML [32, 41],
are generally applicable across multiple domains.
As modeling languages continuously evolve, the mainte-

nance and support effort for the languages and their tools
is also growing, as with any software product [27, 56]. In
recent years, the reusability of existing language compo-
nents has become an essential part of their research and
development [9, 39, 43]. Thus, we can see a trend that lan-
guages are not built from scratch but are based on incorporat-
ing modular, reusable building blocks. Multiple composition
techniques [25, 72, 78] and design patterns [24] have been
researched to seamlessly integrate language components pro-
vided in corresponding libraries [15] and, ultimately, leverage
software language product lines [52].
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While these advances are fundamental for sustainable lan-
guage development and maintenance, the techniques that
enable language extension via models have yet to be ex-
plored [67]. In this work, we refer to one such technique as
a self-extension mechanism, i.e., extending the language’s
functionality within models without modifying its meta-
model (the language provides means for its extension, thus
"self"–extension). The mechanism has been previously de-
scribed for some DSLs [67, 76]. Such DSLs often have ref-
erencing mechanisms for models and enable reuse of the
models, e.g., via a model library. The library concept has
already been established for prominent programming lan-
guages such as Java [2] and Python [74]. Therefore, it is only
logical that introducing a library concept is one of the next steps
in the evolution of modeling languages. The specifications of
large GPLs in modeling, such as UML [61], SysML [62], or its
successor, SysML v2 [64], already define concepts of model
libraries. Their implementation in GPLs shows that a self-
extension mechanism and model libraries have great poten-
tial in modeling languages. While an extension mechanism
requires language-specific implementation, its advantage is
that modelers can provide extensions themselves and do not
necessarily require the services or resources of a language
engineer. Furthermore, domain-specific extensions do not
demand their language variant but can be provided directly
via libraries by proficient modelers. This improves cross-
disciplinary applicability by establishing domain-specific
model libraries of a base language to be incorporated into
different application areas.
Although model libraries are already considered in in-

dividual languages and language families [67], this aspect
of language extensibility still needs to be explored. While
extensive contributions to software language engineering
practices [51] and ideas for model and meta-model evolu-
tion exist, a general, reusable self-extension concept is cru-
cial for developing smaller DSLs, as updating a DSL with-
out extension points in place is time-consuming and costly
to re-implement. Occasionally, a few languages provide a
language-specific solution. However, a general technique
and requirements for realizing a self-extension mechanism
for modeling languages and using it to build model libraries
must be explored.

We investigate and specify how to establish a model library
using a self-extension mechanism for DSLs. Our contributions:

• A conceptual framework for building DSLs with model
library support.

• A description and implementation of the components
necessary to build such a DSL using a self-extension
mechanism that enables seamless integration of new
language concepts and maintenance of a model library.

• A comparison of our approach using the self-extension
mechanism to a more straightforward alternative that
introduces new concepts directly in the language.

• A validation of the comparison using a real-world in-
formation system and its DSL for defining Graphical
User Interfaces (GUIs).

We list the components necessary to build a DSL with a
model library that is easy to extend and use.
Our approach’s general idea is to integrate and use the

self-extension mechanism to enable the introduction of lan-
guage concepts at the modeling level. The integration must
allow describing semantics in the models or the handwritten
artifacts supporting the generated code from model imple-
mentation. Such models can be transferred and reused as a
library with the same tooling built for the language. Further,
we use concepts from the Meta Object Facility (MOF) [59]
to designate metamodel level (M2), model level (M1), and
code level (M0). We use the older MOF specification since we
limit our work to these three levels in this paper. Applying
the approach to DSLs with arbitrary layers or applying the
mechanism to higher abstraction levels is out of our work’s
scope. For simplicity, while describing a concrete syntax def-
inition of a language and a code generator, we consider them
to be on a metamodel level (language level).
Figure 1 illustrates the difference between introducing a

new language concept for the two approaches. On the left-
hand side, a DSL is defined (top) with the two features, B
and C, which are used in particular models (bottom). The
right-hand side shows the generalization of this language by,
instead of introducing multiple specific language features,
introducing a general feature D that is extendable and refer-
encable on the model level. Since the language on the right
is extended on the model level, the concepts can be grouped
and packaged as a model library.

Figure 1. DSL extension techniques

We compare the approaches using the MaCoCo [35] infor-
mation system as real-world example and GUI DSL that de-
fines the system’s GUI. We compare and discuss both strate-
gies, highlighting the benefits and limitations of establishing
model libraries using the self-extension mechanism.
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The paper is structured as follows: The next section in-
troduces preliminary work, including the technology and
languages used. Section 3 investigates the requirements for
a language’s self-extension mechanism and parts of corre-
sponding model libraries. Section 4 demonstrates an exam-
ple of self-extension mechanism implementation. Section 5
presents a real-world use case in applying the implemented
self-extensionmechanism to aDSL for designingGUIs and es-
tablishing a model library. Section 6 compares the approach
with its non-self-extendable predecessor. Section 7 evalu-
ates the differences between the approach and its predeces-
sor. Section 8 discusses the results, considering scenarios
in which model libraries are beneficial and listing the ap-
proach’s limitations. Section 9 presents related work contem-
plating associated techniques. The last section concludes.

2 Preliminaries
We introduce the technology stack and the real-world project
used as an example application.

MontiCore. We develop textual DSLs using MontiCore -
a workbench that produces infrastructure for the languages
defined in a context-free grammar [44] in Extended Backus-
Naur Form [80]. This includes a parser for the models of the
language, which transforms the textual representation of
the models into an Abstract Syntax Tree (AST), effectively
defining the language metamodel (M2). AST classes are gen-
erated by MontiCore alongside a visitor infrastructure for
their traversal. Components for creating, importing, and
exporting symbol tables, a CLI tool, and other helpful utili-
ties are derived automatically to support the development
of a generator and other model processing tools. The code
generated by MontiCore and its products can be extended
with hand-written code using inheritance or hook points. A
language engineer can also compose, extend, or aggregate
MontiCore grammars [13, 15].

MaCoCo. We demonstrate the self-extension mechanism
using the MaCoCo application [11, 35]. MaCoCo is an in-
formation system that supports managing and controlling
faculty resources and projects [37]. User activities include
budget management, planning staff on projects, recording
working hours, etc. MaCoCo is actively used by about 50
institutes with around 190 daily users (Table 1).

Table 1. MaCoCo statistics
Total

Modeled types (domain) 141
GUI-Models (web pages) 91
Lines of Code 11 mil
Active faculties 66
Users 1600
Logins per day 210

From a technical view, MaCoCo is a web application pro-
duced by the MontiGem generator with a Java backend and

Angular frontend. It is a large project with over a million
lines of code, where around 75% is generated.
MontiGem.MontiGem [1] is a framework that enables

the creation of web applications. It includes a generator and
a run-time environment to provide the frontend, backend,
database, and infrastructure for communication between
these components. A developer can quickly build a func-
tional prototype by modeling the data structure as class dia-
grams and user interfaces with the GUI DSL and running the
MontiGem generator. The frontend of a MontiGem product
is an Angular application. MontiGem was applied to develop
the MaCoCo application [35], process-aware information
systems [23], low-code development platforms [21], digital
twins [3], assistive systems [57], and IoT app stores [14].
First version of GUI DSL (GUI DSL 1). The first ver-

sion of GUI DSL was created for describing user interfaces. A
model of the language describes a web page by specifying do-
main objects to be loaded for the page and visual components
to be displayed with the loaded data. Every component is
defined in the grammar. A specific generator part transforms
each component into the target code.

Second version of GUI DSL (GUI DSL 2). GUI DSL 2 is
a rework of version 1. The DSL preserves general concepts
from the first version and expands on them to support fre-
quent changes and additions to the predefined component
set. A model of the DSL describes a GUI component that
can be a web page or a part of it. A component allows input
parameters, e.g., strings or integers, in addition to the data
source to enable the creation of configurable reusable compo-
nents. Every specific component, e.g., a button or a table, is
declared in a separate model. The language tooling handles
arbitrary components defined by a modeler in the same way.
This design is a foundation for realizing the self-extension
mechanism, which leads to establishing model libraries.

3 Model Library and Self-Extension
Mechanism

In an agile engineering process, the constantly changing
domain scope requires an appropriate reaction in the imple-
mentation, including models and often their DSLs. This con-
stant change requires a DSL user to introduce a new concept
in some way, the direct solution being language extension,
such as introducing a new grammar rule and adjusting the
corresponding generator parts. An alternative is to work
with more abstract concepts in the DSL and introduce new
concepts in the models. Such models effectively form a li-
brary. Figure 2 shows the overall concept of establishing and
employing such a library. Referenceable elements from a pro-
vided and precompiled model library are addressed and used
in a source model. The same applies to the program artifacts
synthesized from this source model. These artifacts import
functionalities that were, in advance, generated from the
library models or extended by hand. Thus, the library comes

31



GPCE ’24, October 21–22, 2024, Pasadena, CA, USA Arkadii Gerasimov, Nico Jansen, Judith Michael, and Bernhard Rumpe

Figure 2. A model library concept where model elements
refer to provided models, and the generated target code in-
corporates corresponding compiled artifacts

with compiled artifacts, similar to GPLs, so the generation
process is only triggered for the models at hand.
The requirements for establishing and incorporating li-

braries are similar for different software languages, indepen-
dent of their nature (i.e., programming or modeling). Thus,
for a more intuitive understanding, we compare features
required for a modeling library to similar concepts of Java:

• Extendable concepts: The language features abstract
concepts for the lower-level concepts described in the
models. Compared to Java, we have a similar notion,
for instance, with the abstract concept of classes, which
are implemented and can be provided externally.

• Importmechanism: Languages require a mechanism
to import and use the models in another model. This
includes a mechanism that allows for referencing par-
ticular model elements, regardless of whether they
are provided in the same artifact or externally. Mech-
anisms such as references [71], or symbol tables [15]
accomplish this task inmodeling languages. Compared
to Java, an implemented class can be imported and in-
stantiated in another class.

• Packaging mechanism: The reusable models and
associated artifacts must be suitably packaged into ar-
tifacts and exported. In Java, for instance, compiled
files can be packed into a JAR file, which can be incor-
porated into other projects.

The packaging mechanism selects the elements to be in-
corporated, which is essential for reuse. For instance, if the
models are backed by executable code, often generated from
the models, the mechanism has to ensure that the code is

correctly employed. Using a model from a library in another
model produces the code that retains such a relation. This re-
lationship is indicated in Figure 2, where the generated target
code references artifacts delivered within the model library.
Thus, a library of a DSL must precisely define deliverable
packages that include models and associated artifacts. While
the content of such packages depends on the corresponding
language and its underlying language workbench [26], we
can provide a general guideline for the required parts. The
contents of a self-contained package are:

• Model artifact: The model contains the reusable ele-
ments and is at the core of a package. Depending on
the implementation, the results from processing the
models may be used instead of the model artifact that
would serve as documentation. Such models can be
compared to Java source files, which help a program-
mer review the original implementation.

• Serialized symbol table: Instead of the model, an
artifact that exposes the referenceable model elements
can be packaged. Such elements that can be referenced
by their name are called symbols. These can be ad-
dressed intra- and inter-model-wide using a symbol
table. Language workbenches such as MontiCore al-
low these tables to be stored and loaded efficiently.
This provides an efficiency gain, especially for large
models and massive model sets in libraries. These seri-
alized symbol tables are comparable to the class files
in Java libraries: A model is similar to a source file, and
a serialized symbol table is similar to a compiled class.

• Compiled target artifacts: A package may contain
generated from models artifacts or manually created
extensions, such as executable GPL code. Since such
artifacts are closely related to a model, they are also
relevant for integrating library models into projects.

• Additional artifacts:Model components can be en-
riched with extra content. For example, they can in-
clude artifacts augmented with information synchro-
nizing the generation process [46] to ensure the gener-
ated files match. Alternatively, application- or domain-
specific artifacts, such as images for a GUI of an infor-
mation system, may be relevant.

In the above list, the set of artifacts for the approach that
relies on a direct DSL extension would include the language
and generator extensions instead of the model and compiled
target artifacts, respectively. For example, a DSL has a con-
cept of an Account. If the Account is added to the DSL in
the grammar with a mapping in the code generator, reusing
it relies on the language and generator extensions. If the
Account is introduced in a model, e.g., as a class in a class
diagram, and the generator provides a general mapping for
classes, the model (or equivalent concept description) and
the mapped code are needed for their reuse.
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4 The Self-Extension in GUI DSL 2
GUI DSL 2 implements a self-extension mechanism allowing
application modelers and library developers to declare and
implement new user interface components in the models of
the DSL. The realization is similar to declaring new classes
or functions in object-oriented languages. A model of the
language contains a GUI component declaration with its
(optional) implementation. The implementation consists of
components imported from other models and instantiated
as a part of the component.

1 symbol GUIComponentDeclaration =
2 ([" component "] | ["page "]) Name
3 "(" (GUIParam || ",")* ")" GUIBlock ?;
4 symbol GUIParam implements Variable =
5 MCType Name ("=" default:Expression)?;
6
7 GUIComponent = "@" Name@GUIComponentDeclaration
8 "(" (GUINamedArg || ",")* ")";
9 GUINamedArg = Name@GUIParam "=" Expression;

Listing 1. GUI DSL 2 grammar excerpt. It specifies the
concrete syntax for a component declaration and usage.

Listing 1 shows how MontiCore grammar (MG) of GUI
DSL 2 specifies constructs necessary for realizing the self-
extension mechanism. The declaration (lines 1-3) starts with
a keyword component or page followed by an arbitrary com-
ponent name, a list of input parameters (lines 4-5), and a
block containing the component implementation. A com-
ponent usage (lines 7-8) is indicated by an @ sign followed
by the name of the component and a list of arguments (line
9). The grammar additionally uses MontiCore features to
specify a part of the abstract syntax connecting the name
in the component usage (line 7) and the named arguments
(line 9) to the symbols referencing a component declaration
and parameters.

1 package example;
2
3 import basic.GemText;
4
5 component TextExample () {
6 @GemText(value = "My text");
7 }

Listing 2. GUI model of a component displaying text.

Listing 2 demonstrates a component declaration
TextExample that uses a component displaying My text.
The component imports and instantiates GemText, which
is used to display text specified in a parameter value.
The TextExample component can further be imported
and instantiated in other models, resulting in the text My
text being displayed each time. The import mechanism
is supported by the MontiCore tool. Using the imports

and instantiation, components can be combined into new
components, resulting in complete web pages. Further, the
package and import declarations are omitted for brevity.

1 package basic;
2
3 component GemText(String value)

Listing 3. GUI model of the GemText.

GUI DSL 2 also defines basic components, which differ
from the combined components. Listing 3 shows the model
for the basic component GemText. The model only defines
the component’s input parameters but does not specify the
implementation. The component is implemented manually
in the target language of a DSL generator, e.g., JavaScript,
HTML, CSS, etc. As shown in Listing 2, using a component
only requires the component’s signature in the model. As a
result, any new basic building block can be added without
extending the metamodel.
If a model describes the implementation, the generator

translates it to the target code. The component implementa-
tion is only used on the code level as compiled sources.

1 import { GemText } from "basic/GemText ";
2 /*...*/
3 @Component ({
4 template: `
5 <gem -text [value]="'My Text '"></gem -text >
6 `,
7 selector: `text -example `,
8 imports: [GemText]
9 })
10 export class TextExample { /*...*/ }

Listing 4. Mapping of a GUI model to the TypeScript
(Angular) code.

The import and usage of a component translates to the
import and usage of the component signature. The general
idea can be seen in Figure 2, and an excerpt of the generated
code for the TextExample is shown in Listing 4.

• The component import (Listing 2 line 5) is translated
to Angular code imports (Listing 4 lines 1, 8).

• The name of a declared component (Listing 2 line 5)
is converted to TypeScript class declaration (Listing 4
line 10) and HTML tags declaration (Listing 4 line 7).

• The name of a used component (Listing 2 line 6) is
converted to HTML tag usage (Listing 4 line 5).

• The arguments (Listing 2 line 6) are translated to An-
gular parameter assignment (Listing 4 line 5).

The presented approach differs from the GUI DSL 1, where
components are a part of the DSL grammar and models only
describe complete web pages. Listing 5 shows how a text
component is introduced in GUI DSL 1.
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1 Text = "textoutput" "{" Expression "}";

Listing 5. GUI DSL 1 grammar excerpt (simplified). It
specifies the concrete syntax for a text component.

This and other components have a specific keyword and
generation logic, which abstracts away their implementation
details. However, if a new component has to be introduced, it
must be added to the DSL grammar and usually the generator.
The key difference between the two approaches is the

abstraction levels when (re-)defining components. The self-
extension mechanism at the language (grammar) level elimi-
nates the need to modify artifacts but makes the components
indistinguishable. Further, we show how the self-extension
mechanism supports establishing a model library and com-
pare it to an alternative approach using GUI DSL 1 example.

5 Example
We use examples from the financial controlling domain to
compare languages with and without the self-extension
mechanism. The example models are simplified versions
of the production code but have the same meaning and
structure. The example workflow consists of three steps.
The first two are valid for both versions of GUI DSL:

• Step 1. Create a staff overview page (see Figure 4). The
page shows a list of persons with buttons to create a
new person and to view a wiki page documenting the
functionality.

• Step 2. Create an accounts overview page (see Fig-
ure 5). The page shows a list of accounts with buttons
to create a new account and to view a wiki page. Com-
pare the new page with the staff overview page and
extract a common layout component.

• Step 3. Integrate the common layout component into
a model library of GUI DSL 2.

We use the same data structure in the form of a class
diagram shown in Figure 3 for both versions. Readers may
find the full version in [36]. The GUI models reference the
data structure to define the source of web pages’ data.

Figure 3. Data structure

In the example, we observe several roles responsible for
the development on different abstraction levels:

• Language engineer modifies artifacts at the meta-
model level (M2), such as a DSL grammar and the
generator code.

• Application modeler (app modeler) modifies arti-
facts at the model level (M1), such as the models of the
DSL that describe GUI components, including pages.

• Component developer modifies artifacts at the code
level (M0), such as the code that implements or extends
the functionality of the modeled GUI components.

• Library developer is a component developer respon-
sible for maintaining a component library.

Step 1. The staff overview page is shown in Figure 4.
Here and further, we demonstrate the GUI using only a sin-
gle screenshot (despite having two versions of the pages)
since the displayed result is practically the same. Differences
are observed only in minor details, such as more rounded
corners, slightly different colors, and other visual styles ex-
plained by the updated theme for the components in GUI
DSL 2.

Figure 4. Staff overview page

Models describing the page in GUI DSL 1 (Listing 6) and
GUI DSL 2 (Listing 7) are structurally very similar. Both
models specify the data source in the web page declaration
(line 1) and define visual components to display.

1 webpage StaffOverview(all Person persons) {
2 card {
3 head {
4 row(stretch) {
5 textoutput { "Staff overview" }
6 row (r) {
7 button "Add person" { click ->add() }
8 button "?" { click ->wiki() }
9 }}}
10 body {
11 datatable "overview" {
12 rows <persons {
13 column "ID", <staffID;
14 column "Last Name", <lastName;
15 column "First name", <firstName;
16 }}}
17 }}

Listing 6. GUI DSL 1 model of the staff overview page.
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1 page StaffOverview(List <Person > persons) {
2 @GemCard(
3 title = @GemRow(
4 hAlign = "stretch", components = [
5 @GemText(value = "Staff overview "),
6 @GemRow(hAlign = "right", components =[
7 @GemButton(label = "Add person",
8 click = add),
9 @GemButton(label = "?", click = wiki)
10 ])]),
11 component = @GemTable(
12 rows = persons ,
13 columns = [
14 TableColumn (" staffID", "ID"),
15 TableColumn (" lastName", "Last name"),
16 TableColumn (" firstName", "First name")
17 ]));}

Listing 7. GUI DSL 2 model of the staff overview page.

In a GUI DSL 1 model, the web page declaration only
specifies the data source and what items should be retrieved
(all or single items). In a GUI DSL 2 model, the declaration
specifies a list of input parameters, and the data is loaded
automatically whenever possible. Otherwise, the input pa-
rameter has to be set when a component is instantiated. For
example, a GemText value is a String input whose value is
set to "Staff overview" (Listing 7, line 5).

A GUI DSL 1 model body (Listing 6, lines 2-17) instantiates
visual components using component-specific syntax defined
in the language grammar. For example, a row aligns com-
ponents listed in braces from left to right and may control
the position and size of the components using a keyword
in brackets, such as stretch (line 4) to stretch the items for
filling the available space or r (line 6) to align all of the items
to the right side. A button has a different syntax, specifying
the button’s text after the button keyword and a function
to call on click in braces (lines 7-8). The non-uniform syntax
allows a more specialized and compact description.
The GUI DSL 2 grammar defines a single pattern for all

visual components and is more verbose. The values of compo-
nent arguments can be literals (Listing 7, line 5), expressions
(line 12), lists (line 13), and other components (line 3), pro-
viding sufficient expressive power to describe a web page.
As a result, a single GUI DSL 2 model is typically bigger than
a GUI DSL 1 model.

Despite the language differences, an application modeler
would not notice a big difference between the workflow for
creating either of the models. The application modeler speci-
fies the data source and the page content using the available
data structure and the same set of predefined components.

Step 2. A modeler creates an account overview page. The
same layout pattern should be used since views with the
same purpose must look similar according to the consistency
property of design principles [70]. As a result, the page’s

visual appearance is similar to the staff overview page, except
for the data and other textual information (see Figure 5).

Figure 5. Account overview page

Following the Don’t Repeat Yourself (DRY) principle [73],
the models are refactored to derive a visual component spec-
ifying a layout template for the overview pages.

1 Overview = "overview" title:StringLiteral "{"
PageElement "}";

Listing 8. GUI DSL 1 extension for the overview.

GUI DSL 1 implements the new concept via language
extension, including a new grammar rule (see Listing 8) and
a generator extension for a simplemapping from themodel to
the target language. The overview component hides details
such as the usage of a card and a textoutput component.

1 webpage AccountsOverview(all Account accounts){
2 overview "Account overview" {
3 head {
4 button "Add account" { click ->add() }
5 button "?" { click ->wiki() }
6 }
7 body {
8 datatable "overview" {
9 rows <accounts {
10 column "Name", <name;
11 column "Type", <type;
12 column "Budget", euro(<budget);
13 }}}}}

Listing 9. GUI DSL 1 model of the account overview.

The account overview page model uses the new compo-
nent to define the same layout as the staff overview more
concisely (see Listing 9). In the GUI DSL 2 case (Listing 10),
a new Overview model is created. The model defines a page
skeleton consisting of a card with a title, buttons, and an
arbitrary element as a card body with a default layout. The
account overview page model transforms where the layout
details become hidden (Listing 11).
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1 page Overview(
2 String title ,
3 List <GUIViewElement > buttons ,
4 GUIViewElement main
5 ) {
6 @GemCard(
7 title = @GemRow(hAlign = "stretch",
8 components = [
9 @GemText(value = title),
10 @GemRow(hAlign = "right",
11 components = buttons)
12 ]),
13 component = main
14 );}

Listing 10. GUI DSL 2 model for an overview page.

1 page AccountsOverview(List <Account > accounts) {
2 @Overview(title = "Accounts overview",
3 buttons = [
4 @GemButton(label = "Add account",
5 click = add),
6 @GemButton(label = "?", click = wiki)
7 ],
8 main = @GemTable(
9 rows = accounts ,
10 columns = [
11 TableColumn ("name", "Name"),
12 TableColumn ("type", "Type"),
13 TableColumn (" budget", "Budget ")
14 ]));}

Listing 11. GUI DSL 2 model of the account overview.

Step 3. The component is recognized as useful for dif-
ferent projects, so it should become available for reuse. A
library developer integrates the Overview component into
an existing or a newly created model library. For GUI DSL 1
users, the component is available since it was added to the
language in the previous step.

In GUI DSL 2, the library developer transfers artifacts into
a library that consists of

• a set of models, each describing a GUI component, and
• a set of hand-written extensions of the components.

In the example, the Overview component is fully defined by
its model. The library uses the same (or extended) tooling as
the application and produces the same code. If extensions for
the component are required, the library developer adjusts
the model, adds hand-written extensions, or replaces the gen-
erated implementation with a hand-written one. The library
developer pushes the update, which triggers a continuous
integration and deployment pipeline.

In the pipeline (Figure 6), MontiCore processes the models
and produces artifacts containing the component signatures
without their implementation, i.e., exported symbols of the
models. The component implementations are compiled with

Figure 6. Component processing and integration

the target code compiler, in the example, Angular and Type-
Script compilers. The artifacts produced from models are
packaged into JAR files. The compiled target code sources
are packaged into npm packages. We use different packag-
ing systems since MontiCore is a Java-based tool, while the
target code is JavaScript, HTML, and CSS. The packages are
imported into a MontiGem application. To simplify the pro-
cess, MontiGem applications use the Gradle build tool and a
setup provided by a MontiGem Gradle plugin to import the
library automatically and set up the build environment.

Technically, it is possible to derive package imports from
model imports using the same principle of the self-extension
mechanism, which is to implement consistent mapping from
a set of models into a library package declaration and usage.
However, this is outside this paper’s scope.

6 Comparison
Although the result is similar, the workflow for creating a
page and a layout template differs for an application modeler.

Using the GUI DSL 1, the workflow consists of the follow-
ing steps (see Figure 7a):

1. The app modeler creates an account overview page
with the same layout as the staff overview.

2. The app modeler communicates with a language engi-
neer to add the layout component to the language.

3. The language engineer adds the component to the
DSL and, if required, communicates with a component
developer to extend it with custom logic or appearance.

4. After the component is added to the language, the app
modeler integrates it into the models.

5. The app modeler may provide feedback and set ad-
ditional requirements to the language or component
developer, depending on the result.

If a new component is simple, the component developer is
not involved. In our example, a language engineer may add
a preprocessing step that expands the Overview component
into a card, text, and other parts previously present in the
model. However, if the app modeler requires special features
for the overview, such as additional search fields or a custom
style, the expertise of a component developer is needed.
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Using the GUI DSL 2, the workflow consists of the follow-
ing steps (see Figure 7b):

1. The app modeler creates an account overview page
with the same layout as the staff overview.

2. The app modeler moves the common layout to a new
model specifying the component.

3. The app modeler directly integrates the new compo-
nent into the models and, if required, communicates
with a component/library developer to add custom
logic or appearance for the component.

4. The app modeler reviews the result and may decide to
redefine the component or provide additional require-
ments for the component/library developer.

In the example, a library developer replaces a component
developer during the third step when the component is inte-
grated into a library (see Figure 7c). Since the library devel-
oper becomes responsible for deploying the component, the
application modeler must communicate with them, and the
workflow becomes closer to the GUI DSL 1 workflow. The
component extension step remains optional. In our example,
the Overview component (Listing 10) is equivalent to the
initial layout setup since it does not require an extension.

The derived Overview model is domain-independent and
can be reused for other overview pages in different projects.
With time, project development results in a set of such com-
ponents that form a library. Similarly, later projects expand
an existing or create a new model library.

The workflows show that an extra step is necessary at the
initial application development stages if the self-extension
mechanism is absent. In the GUI DSL 1 workflow, an app
modeler passes a component definition to a language en-
gineer that integrates the component into the DSL. This
corresponds to an integration delay of at least the DSL re-
deployment time. The workflow of GUI DSL 2 has a similar
delay, but only after the component is integrated into the
model library, where the delay is equal to the redeployment
time of the library. However, the delay only applies to the
application modelers’ activities. The library modeler can con-
tinue working on the library component after its integration.
In the GUI DSL 1 workflow, the component developer expe-
riences the integration delay regardless. Since the described
workflows are executed continuously during the agile en-
gineering process and repeatedly for each component, the
delay accumulates with each new component and update.

7 Evaluation
Using the presented example and the MaCoCo application,
we compare DSLs with and without the self-extension mech-
anism. The criteria are workflow difference and the amount
of code. Since the MaCoCo application still uses GUI DSL 1
and equivalent library components, we can compare models
of different DSL versions.

We compare the difference in library components, such as
Overview in GUI DSL 1 (Listing 8) and GUI DSL 2 (Listing 10).
Application models, such as staff and accounts overview
pages, are not considered. These models represent web pages
constructed from library components, and their implementa-
tion is equivalent, including their hand-written code exten-
sions. We also do not consider the abstract concept imple-
mentation in GUI DSL 2 since this code remains unchanged
when introducing a library component. However, this plays
an important role in language engineering (see Section 8).

Table 2 demonstrates the statistics on the amount of code
used to integrate components into the projects for differ-
ent DSL versions. The components include our Overview
example and portions of layout and chart libraries created
in MaCoCo and updated to new versions from GUI DSL 1 to
GUI DSL 2, i.e., they represent equivalent components from
an app modeler perspective. The layout library portion con-
tains card, row, and column components. The chart library
portion includes pie, bar, and line charts.

Table 2. Lines of code (LoC) for GUI components
GUI DSL 1 GUI DSL 2

Overview component
Grammar 1 0
Generator 35 0
Model 0 32
Total 36 32
Layout library
Grammar 118 0
Generator 307 0
Model 0 158
Hand-written 126 291
Total 551 449
Charts library
Grammar 40 0
Generator 243 0
Model 0 106
Hand-written 1245 1036
Total 1528 1272

The components have similar implementation since we
did not change languages and technologies besides the DSL.
However, the code is distributed along the artifacts differ-
ently for the GUI DSL versions. For example, the overview
component is implemented in the grammar and generator of
GUI DSL 1, whereas it is fully implemented in a model using
GUI DSL 2. The total amount of code is similar (36 vs. 32 LoC),
with a slight difference that can be explained by a more com-
plex Java syntax in the generator implementation compared
to a specialized GUI DSL 2 syntax. As a rule, a component’s
interface is fully defined in a grammar (GUI DSL 1) or amodel
(GUI DSL 2). However, the GUI DSL 2 model also contains
parts of the component’s implementation, which makes a
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(a) GUI DSL 1 (b) GUI DSL 2 before library integration (c) GUI DSL 2 after library integration

Figure 7. Adding/changing a component: Workflows

model always bigger than a grammar extension (32 vs. 1,
158 vs. 118, and 106 vs. 40 LoC for Overview component,
layout, and chart library, respectively). The rest of the code
defines the component’s implementation, i.e., the generator
code (GUI DSL 1), the model (GUI DSL 2), or a hand-written
extension. The contribution of each part varies, but the total
LoC for a GUI DSL 1 implementation is always higher and
stays within 20% difference, which, besides GUI DSL 2 syntax
being more compact than Java in the generator, is created
by component updates reducing the code. Since the amount
of code remains within the same bounds for both GUI DSL
versions and the code does not change its meaning, the effort
spent on the component implementation is similar.

However, as we demonstrate in the workflows in Figure 7a
and Figure 7b, the development process for GUI DSL 2 avoids
some delays during the component development. The GUI
DSL 1 workflow includes adding or changing the component
by a language engineer, which causes delays in the activities
of other roles. In our experience working with GUI DSL 1,
the delay varied from several minutes to a few working days,
depending on the response time of a language engineer. Such
a delay in the application modeler’s and component developer’s
activities quickly accumulates with continuous requirement
changes in agile development processes.

The self-extension mechanism simplifies the workflow for
introducing a new domain concept, such as a GUI component
in our example. We observe the benefits when dealing with
isolated cases of component creation. However, the mecha-
nism has disadvantages and various tradeoffs (see Section 8).

8 Discussion
We discuss the differences between deciding for or against
using the self-extension mechanism to create a model library.

Development costs.The self-extensionmechanism poses
challenges during the early stages of the language develop-
ment. A DSL requires a construct that abstracts domain-
specific parts.

In our example, text, buttons, and other components with
their configuration are represented by a general component
and input parameter concepts. The application-specific in-
formation is given to the components as arguments. For
example, a text component receives input such as a user
name or an address depending on a domain and a use case.
It took us several development iterations to find a solution
that fits different use cases for various applications.
Furthermore, the tooling needs to support the self-

extension mechanism. A code generator (M2) has to work
with an abstract concept, such as a GUI component. At the
same time, the generator needs to ensure that relations
between models (M1) representing specific component
types, such as a button and a page using it, are mapped to
the target code (M0) without relying on the component type.
In other words, the GUI DSL 2 tooling does not distinguish,
e.g., a button from a table or a web page. Our solution is to
describe a component’s signature declaration and usage in
the model and translate them uniformly into the declaration
and usage in the target code for every component, bridging
the gap between the M2 and M0 levels in the tooling without
relying on component- or application-specific information.
Developing, deploying, integrating, and maintaining a

model library’s importing and packaging mechanisms also
creates additional work since it requires additional configu-
ration and scripts.
Shift of the skill sets. With the self-extension mecha-

nism, a modeler is responsible for introducing a new concept.
The modeler does not only decide what concept they need
but also how it works. In our example, the overview compo-
nent is implemented by a language developer (GUI DSL 1)
or an app modeler (GUI DSL 2). GUI DSL 2 that has the self-
extension mechanism demands a higher level of expertise in
the GUI domain from app modelers since they have to know
how to define a layout for an overview.
Syntactic variety. A prerequisite of a self-extension

mechanism is an abstract concept in a DSL, which forces the
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lower-level concepts to have identical syntactical structures.
On the one hand, the language syntax is easier to memorize
since the same pattern is guaranteed. On the other, adding
specialized syntax related to domain concepts becomes
challenging. In our examples, the GUI DSL 2 concrete syntax
ended up bulkier than its predecessor, and the models are
harder to understand without tooling support.

Mixed approaches. Our examples only include GUI DSL
1 and GUI DSL 2. However, there are approaches based on
mixed usage of libraries and the self-extension mechanism.
For example, a library can be established for GUI DSL 1 by
creating reusable language extensions and mappings. How-
ever, the development workflow from Section 6 would not
change and have similar shortcomings of GUI DSL 1.

Alternatively, GUI DSL 1 could keep a set of basic compo-
nents in the metamodel and add a self-extension mechanism
on top of the predefined set. Compared to GUI DSL 2, the
benefit is that basic components have a specific syntax and
generation. The language loses uniformity as a drawback,
and the DSL tooling has additional complexity.

Different concepts in the same language may also either be
a part of a self-extensionmechanism or not. For example, GUI
DSL 2 includes concepts, such as loops, that allow a modeler
to repeat a GUI part, for example, a button for each person
in a list. Although creating a loop component is possible,
we define a different semantic and syntax for a loop. A loop
specifies repeated GUI parts and has no visual properties
like components. Since introducing new kinds of loops is not
required in our projects, the loop is defined in the metamodel.
Approach selection.We summarize the tradeoffs of in-

tegrating and using a self-extension mechanism and model
libraries to determine when they should be used.
Integrating a self-extension mechanism with a model li-

brary is beneficial if the scope of a DSL continuously grows
via newly introduced concepts. Our example demonstrates
a new GUI component being created for a web page. Since
our tool is used for several projects [11], new components
are continuously being created to satisfy new requirements.
We have created 38 library components so far. Those com-
ponents implement an abstract "component" concept rep-
resented by four main parts: component package, import,
declaration, and usage. The parts also consist of 15 minor
parts, such as component input parameters, arguments, and
loops, that are necessary to construct and use a component.
GUI DSL 2 also uses over a hundred basic concepts, such as
expressions and literals, from a MontiCore grammar library.

A DSL tailored for a few specific use cases has no use for
a self-extension mechanism since it would only introduce
additional setup costs. For example, the MaCoCo project
was the only one using GUI DSL at the beginning. At that
point, the first version of the DSL was created quickly and
could be easily used. After years, we decided to reuse the
DSL for other projects, so we had extra costs in adjusting the
language. It took around 12 revisions to reach a stable version

of the DSL, enabling its reuse in other application domains.
A developer has to plan for such cases carefully. However,
changing requirements in agile processes might not make
such planning feasible from the start of the development.
A self-extension mechanism introduces a challenge if a

DSL is built formodelers with narrow expertise since it forces
semantics to a model and code levels. For example, GUI DSL
1 builds the overview component into the language, and an
app modeler does not concern themselves with its imple-
mentation. With GUI DSL 2, the modeler must understand
how to define a new component to utilize the self-extension
mechanism efficiently.

Limitations. Our work explores using the self-extension
mechanism to support model libraries and focuses on a three-
layered language architecture. Generalizing the approach to
architectures with an arbitrary amount of layers and apply-
ing the mechanism to higher abstraction levels could be pos-
sible. For example, an abstract construct at a metametamodel
level could enable a metamodel to introduce constructs for
building languages in different ways. However, the research
of such cases is out of our work’s scope.

9 Related Work
Several approaches mention the idea of a self-extension
mechanism and model libraries, especially in programming.
This trend is gaining popularity in the modeling community,
as seen in major languages such as UML and SysML. Modern
language workbenches such as Xtext [5], MPS [16], and Mon-
tiCore [44] support different mechanisms for referencing and
importing additional model artifacts. Our contribution adds
a general approach to realizing model libraries.

Seidewitz elaborates on a metasemantic protocol that en-
ables language users to extend the language within itself [67].
Based on the general idea proposed for programming lan-
guages [49], the concept is refined and tailored towards mod-
eling. Seidewitz describes that such a protocol requires for-
mal semantics as well as the corresponding abstract and
concrete syntax for realizing extension on the model level.
He positions this strategy in the context of SysML v2 and its
metalanguage, the Kernel Modeling Language (KerML) [63],
providing a model library based on abstract extension points
similar to a type-instance relation. The work points out how
model elements are referred to in different scenarios for UML,
SysML (v2), and KerML. The approach envisions mapping
each specific element to KerML base elements, which already
provide basic language self-extension capabilities. Further-
more, Seidewitz highlights the importance of realizing the
prerequisites in one seamless technological scope or ecosys-
tem. Our approach can be described as a realization within
the MontiCore ecosystem. Reusing MontiCore’s vast library
of language components [12] directly provides the concrete
and abstract syntax for establishing referenceable elements
intra- and inter-artifact-wide. The generated symbol table

39



GPCE ’24, October 21–22, 2024, Pasadena, CA, USA Arkadii Gerasimov, Nico Jansen, Judith Michael, and Bernhard Rumpe

infrastructure, facilitating loading a model’s symbol table
on demand [15], provides the required technical capabilities.
Additionally, our approach gives a practical example of how
to evolve a language toward self-extensibility.

Visser presents a case study on engineering modeling lan-
guages with WebDSL [76], a modeling language for design-
ing web applications. The study examines the engineering
process of a DSL, including identifying domain concepts,
translating these into abstract syntax enriched with concrete
syntax, parsing, code generation, and potential language ex-
tension. In this regard, the work considers different forms of
language extensibility. It describes a trade-off between gen-
erative extension (at the language level) and non-generative
extension (at the model level). In this regard, establishing
non-generative extension points is discussed to create a li-
brary of referenceable artifacts incorporating the correspond-
ing code snippets that modelers can use. The work uses a
mixed approach with a restricted set of basic building blocks
defined only at the language level that can be used to create
more complex components. While this extension mechanism
is not the paper’s main focus, it abstractly describes the tech-
nique we are exploring in our work. Even the use case for
creating web applications is similar, so our approach can be
understood as an intellectual successor with a more detailed
view of the self-extension aspects.

Creating a model library instead of defining domain con-
cepts in a language has been mentioned in Karsai et al. [47]
as a guideline suggesting limiting the number of language
elements. The authors also point out that such language has
to introduce more elaborate concepts that enable reusability
for different domains without going into further details. Our
work specifies conditions and creates a model library.

Selic [69] discusses model libraries via UML profiles. The
work suggests that a model library can be created by refining
a modeling language, whereas our approach is to create a
new DSL or rework an existing one. The result is similar to
how a model library represents specific domain concepts.
The tooling, however, has information about what profile a
library belongs to, thus allowing it to derive the semantics of
the library elements. In our work, we define the semantics on
the level of target code, specifying the exact meaning within
a model and hand-written code extending the generated one.
IFML and WebRatio [8] utilize said profiling mechanism

to provide a model library built with an extension mech-
anism different from the one presented in our work. An
IFML extension requires several artifacts representing an
implementation of a ViewElement, where a ViewElement is
similar to our GUI component concept. The artifacts include
templates and implementation code that define the signature,
behavior, and design of the ViewElements. Such design is
closer to GUI DSL 1 if it had generator plugins that specify
code generation for individual components.

Bierhoff et al. [6] present the incremental development of
a DSL. Their setup is similar to ours and uses an example to

create an initial version of the language further adjusted for
a different aspect of the same domain. Initially, the authors
built a DSL to describe a to-do list application. Their DSL
extension was required when adding a new feature showing
incomplete items in the to-do list. It is reported as a low-effort
modification, which was resolved by extending the grammar
and generator of the language. We describe a mechanism
that supports a model library without modifying the DSL.
A similar approach is described by Oberortner et al. [60]

where they extend their DSLs reacting to user requirements.
Language changes primarily include adding new concepts
in a meta-model without considering alternative solutions.
Gerasimov et al. [38] propose an idea to solve the need

to add new visual components to a GUI language quickly.
Our work realizes the proposed mechanism and presents the
results we analyze and compare with the approach where
the concepts are directly introduced in a DSL.
Our topic focuses on bringing new concepts to a

DSL, which relates to works on model and meta-model
co-evolution. Hölldobler et al. [45] describes a DSL for
language transformation, whose models are used to derive
a new language alongside the tooling for migration of
models. Cicchetti et al. [19] and Bell [4] similarly identify
different types of changes, such as generalizing properties
of a meta-model, and demonstrate their approach on
Petri Nets. Mengerink et al. [53] evaluate to what extent
existing solutions handle automatic model and meta-model
co-evolution. These works tackle the problem of changing
models alongside the meta-model encountered in our
work. Although closely related, such works do not consider
shifting domain concepts from a meta-model to the models.

10 Conclusion
This paper describes the concept of a model library and its
prerequisites, including self-extension, import, and packag-
ing mechanisms. Using the MaCoCo application as an exam-
ple, we explain the self-extension mechanism and compare
it to a more traditional solution, where domain concepts are
defined in the DSL. We highlight the benefits of using the
mechanism to improve the development workflow for an in-
dividual case and propose model libraries as the expansion of
the idea. The results are validated by comparing two versions
of the same DSL and equivalent concept implementations.
Model libraries facilitate the reuse of domain concepts

across projects. The self-extension mechanism makes the
model libraries easy to extend, improving workflow in an
agile model-driven engineering environment.
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